
A COMPARATIVE STUDY OF THE STATISTICAL METHODS 
MOST COMMONLY USED IN AGRICULTURAL RESEARCH 

By BERNABDO G. OAP6 

INTRODUCTION 

In statistical works the term pop1dation stands for a large group 
0£ individuals which possess one or more characteristics in common. 
These individuals may be persons, animals, number s, leaves, etc., 
constituting respectively populations 0£ per sons, animals, numbers, 

. . leaves, etc. 
The individuals themse lves are different from one another and 

ther efor e the values which measur e the intensity 0£ any one 0£ the 
characteristics common to all the individuals 0£ a given popu lation 
fluctuate between two limit s : an upper and a lower one. These 
measurements, however, do not distribute themselves uniformly 
throughout all the range included between the limits, but on the 
other hand, their tendency is to distribute themselves in such a way 
that the numb er of values in crease gradua lly from a very small num­
ber 0£ them near the extr emes to a very large number near the center 
0£ the distribution range. 

The history 0£ mathematica l st ati stics has witnessed numerous 
attempts to explain by means of some mathematical formula or 
equation the exact way in which these values distribute themselves 
in naturally occurring populations. Among the curves represented 
by these equations the norrmal curve or nm·mal ci,rve of error has 
played a major role. Though inexact in itself , it is a close approx i­
mation to the exact distribut ions known as Binomial Law and Pois­
son Series, which in common with many other distribution curves, 
approach the normal curve as a limit, under certain conditions . 

To graph the curve which repr esents any population of values 
normally distributed it is necessary to know the values of two con­
stants or statistics, known as the mean and standarcl deviation. 

The mean is equal to the sum of all the values divided by their 
total number, or in anothe r way: 

M= (X1 + X2 + X 3 +. -----) / n 
where M is the mean of the val ues that constitute th e population, 
X 1, X 2, X 3, etc., are the individual values; and n is the numb er of 
values . 

For example the sale-prices of some gra pefru it lots sold at pub lic 
auction in New York were as follows: 2.50, 3.37, 3.62, 4.00, 3.87, 

2(;1 
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and 3.75. Th e mean of these sale-prices is found by adding them 
together and dividing their sum by 6, which gives as result 
21.11/6 = 3.52. This is of course, the mean of these six sale-prices, 
which is also an estimate of the true mean of the popu lation of 
sale-prices repr esente d by them. 

Th e standard d,eviation or standard er11or of the individal valu es 
of a population is equal to the square root of the quotient obta ined 
on dividin g the sum of the squares of the differences between each 
value an d the mean, by one less than the number of values, or in 
another way : 

D = \I (X1-M) 2 + (Xrl\'!) 2 +. -----/ (n-1) 

where D is the standard deviation of the values of the populat ion 
and the other signs mean the same as in the previous formula. 

Therefore, the estimate of the standard deviation of one of thP. 
sale-prices of the sale-price populat ion represented by those of the 
preceding ('xamp le is found as follows: 

Values De viati ons from tho mean Squares or the Dovi~tions 
(Di!Terences between the 

2.50 
3. Ri 
3.62 
4.00 
3.87 
3. 75 

21.11 = Sum. 

values nnd the mean) 

-1.02 
-0. 15 
a.10 
0.1 8 
0. 35 
0.23 

1. 040.1 
o. 0225 
0.01('() 
0. 2304 
o. 1225 
0.0 529 

Sum of sqna res = l. 4787 

Mean= 21.11/6 = 3.52 1.4787/5 = 0.2957 

Standard Deviation = \1 0.2957 = 0.54. 
Another way to find th is estimate of the standard deviat ion which 

w:ill be used on illustrat ing some of the stat ist ical methods which 
will be described further on , is as foll ows : 

Values Squares 

2. 50 6. 2500 
3. 37 11. 3569 

Correct ion = (21. 11) '/6 = 
3. 62 rn. 1044 
·1. 00 16. 0000 

= 445. 6321/6 = 74. 2720 

3. 87 14. 0769 
3. 75 14. 0025 Standard deviation = VO. 2957 = 0. 54 

Snms 21. 11 75. 7507 
- 74. 2720 

1. 4787 / 6 = 0. 2957 

The squa re of the standa rd deviation has been called by R. A. 
Fi sher variance and since this term will be used fre quently in the 
f utu r e, it is convenient 1.o note its relation to the standa rd devia-
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tion. In the preceding example the estimate of the variance of a 
single value of the population is equal to 0.2957. 

In what follows it will be assumed !hat these estimates of the 
mean and standard deviation are equal to the real mean and stand­
ard deviation which could be calculated only from the values of 
all the individuals comprising the population; theoretically, an 
infinite number o.:f values. 

If twice the standard deviation of one of the values of the popula­
tiCYn under study is respectively added to and suhtracted from the 
mean, there will be obtained two numbers ,vhich, if used as limits, 
will include between them about 95.45 per cent of the values which 
eonstitu(e the population. Therefore, the probability that any one 
of these values will fall by ehanee within these limits is of 95.45/100, 
where the total number of possibilities is unity. 

Thus, then. in the previous example, if two times 0.54 or 1.08 
is respeetively added to and subtraeted from 3.52, there will be 
obtained the quantities 4.60 and 2.44. If under similar eonditions 
a large number of these sales were effected, it should be expeeted 
that 95.45 per eent of the sale-prices in these eases lie between 2.44 
and 4.60, or the probability that any one of these sale-priees fall 
within these limits would be of 95.45/100. 

In other words, 4.55 per cent of the values or sale-prices in sales 
made under similar eonditions would be at priees lower than 2.44 
or higher than 4.60, and of these,' one-half would be at priees lower 
tban 2.44. Thus, then, with this information one ean deduct that 
of a large number of sales made under similar eonditions, 2.28 per­
cent will be made at priees lower than 2.44 and 97.72 per cent at 
priees higher than 2.44. It ean also be dedueted that under simi­
lar conclilions the probability that a sale be made at a price higher 
than 2.44 against the probability that it be made at a priee lower 
than 2.44 will be of 97.72 to 2.28 or of 43 to 1. .Aeeentuating still 
more, it should be expeeted that 43 out of every 44 sales made under 
eonditions similar to these will be made at prices higher than 2.44. 

On the other hand, if it is desired to know the two limits ( at 
equal distances from the mean) between which a certain percentage 
of the population is to be found, for example, 70 per cent, one must 
proceed as follows: If 70 per cent of the values fall within these 
limits, then 30 per cent of the values of the population will fall 
outside of them; or in other words, the deviations from the mean of 
30 per cent of the values of the population will be larger than that 
which is sought, that is, than the deviation of the limits from the 
mean. 
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If one looks in the tabl e of pr obabili ties based on the normal 
curv e, at th e end of thi s art icle, it will be seen that in 30 per cent 
of th e cases th e deviations of the valu es from the mean exceeds 1.04 
times the stand ard deviation or that th e limits outside of which 30 
per cent of the popul ati on lies are at distances from the mean equal 
to 1.04 tim es the standard deviation of the population. As in this 
case the st andard deviation is 0.54, the limits will lie at distances 
from the mean equal to 1.04 X 0.54 = 0.56, and therefore they will 
be 3.52 - 0.56 and 3.52 + 0.56, or 2.96 and 4.08, respectively. In 
other words, 70 per cent of the· population will lie between 2.96 and 
4.08. 

The relation which has given practicability to these formulas is 
the following fundamental postulat e in all kinds of statistical meth­
ods : If a number of values are normally distributed around their 
mean with a standard deviation equal to D, then means of groups 
of n of these valu es will be distributed around their mean with a 

standard deviation equal to D / \In. 
'fhe standard deviation of the mean in the case of reference will 

then be 0.54/ y'6 = 0.54/ 2.45 = 0.22. This means that on subtract ­
ing from and adding respectively to the mean two t imes 0.22 or 0.44, 
the quantities 3.08 and 3.96 will be obtained, between which 95.45 
per cent of the means of groups of 6 sales made under similar con­
dition s lie. This postulate has given practicabil ity to these formulas, 
not only for the fact that, as has been seen, t he standard deviation 
of the mean of a number of values is smaller than the standard 
q.eviation of any one of them, and thus the value that another mean 
of the same number of_ values may have is fixed within narrower 
limits, but also because the mean represents the whole population . 

The table of probabilities based on the normal curve, however, 
can be used only when the popu lation is distributed normally and 
when the exact values of the mean and its standa rd deviation are 
known. However, as "Student" pointed out in 1908, with the neces­
sari ly limited number of values with which the research worker 
must work, be it in the lab oratory or in the experimental field, it 
is impossible to determine exactly both the mean of the popu lation 
which said values repr esent, and its standard deviation, being still 
more dif:ficult to determine if the populat ion is norm ally distributed 
or not. Therefore, if it is not possible to know exact ly these facts, 
the use of the table of pr obabilities based on the norma l curve 
becomes academic and loses all its utilit y. 

For these condition s, however, "Student" developed another 
distribution curve which he called the distribution of "z", which 



STATISTICAL ME'l'HODS IN AGRICULTU RAL RESEARCH 205 

holds for the estimates of the mean and standard deviation as 
obtained from only a few values of the population, and, therefore, 
conclusions having a known degree of accuracy may be derived, even 
with some few values of observations , as in the case of a ' larg e part 
of the experiments performed by the invest igators all over the world. 

With these new tables, moreover , this can be done not only in 
those cases in which it is known that the means of groups of values 
distribute themselves normall y with re spect to their mean and stand­
ard deviation, but also in cases where the original values are dis­
tributed in a non-normal way, provided the departure from nor­
mality be not too wide. Therefore, the table of '' z'' has a very wide 
applicat ion, its use being of incalculable aid for the research work­
ers in all branches of science . 

R. A. Fisher has modified this table of '' z'' and obtained the 
.distribution of Z/ V"ii=f which he has called "t". In Fisher's table 
of "t" the lett er n means not the to tal number of valu es, but what 
he has called the nurnbe1· of degr ees of freedom . This number of 
degrees of freedom is the numb er of values from a series of them 
which can be altered arbitrari ly without altering their mean. 

In the series of sale-prices the values have 5 degrees of freedom, 
since the total number of observations is 6, and if arbitrary values 
are assigned to 5 of them , the sixth value must have only one magni­
tude, if the mean is to r emain equal. 

With these new tables the problem of comparing the mean of 
the values which constitute a population with a certain :fixed value 
and to determine t he probabilitie s with which the mean will exceed 
said value is thus simp lified. Thus, then, one can determine the 
probability with which a given fertilizer or cultivation treatment 
will produce yields that surpass a certain limit or with whi0h the 
yield of a given variety of plants will exceed a given fixed value. 

However, the object of the agricultural experiments in genera l is 
not to obtain varieties or treatments which will produce at least a 
certain fixed yield , but rather to determine which of any given 
number of these is the best under certain environmenta l conditions, 
or in case th at there were two or more almost equal and better th !!,n 
the rest, w.hich are these. 

At pre sent there ar e two genera l ways for making this selection 
in both of which the population whose mean is considered best, is 
compared successively with each of the other populations. 

In the :first of these ways one calculates the probability with 
which the difference between the means of the two treatments or 
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varieties to be compared is positive. This procedure is employed in 
what are kno,vn as Bessel's Method, Fisher's Method for the Anal­
ysis of Va-riance and Hayes Deviation from the Mean Method. 

In the second of these ways one calculates the probability with 
which the mean of the differences between corresponding values of. 
the two treatments or varieties to be compared is positive. This 
procedure is employed in what is known as "Student's" Method of 
Paired Results . 

. In what precedes the ways of estimating means and their stand­
ard deviations have been described. But now it has been seen that 
the estimates of the standard deviations of differences must be cal­
culated also in the application of all those methods which calculate 
the probabili ty with w'hich the differen~e between the means is posi­
tive . 

In order to do this the following relation is made use of : The 
standard deviation of the difference between any two means is equal 
to the squa re root of the differenc e between the sum of th e variances 
of both means and twice the product of their standard deviations 
by the coefficient of corre lation between the means they represent. 

This is expressed mathematically as follows: 

Dct = VV1 + V2 -2D1D2C 

where D ct is the standard deviation o·f the difference between the 
means, V 1 is the variance of one of the means and D 1 its standard 
deviation, V 2 is the variance of the other mean and D2 its standard 
deviation, and C is the coefficient of correlation between the popu la­
tions which the said means represent. 

'I'he method can be used then only to compare populations whose 
coefficient of correlation can be estimated with a certain degree of 
accuracy, for it cannot be determined exactly, due to the same rea­
sons which hold for the values of the means and their standard 
deviations. 

The labor which is needed to calculate this coefficient of correla­
tion, in addition to the fact that in order that it may be calculated 
the exper iment must comply with certain requisites , has made that 
the majority of the investigators use modifications of t,!iis method, 
of which there are some. In fact, the differences between these meth­
ods consist precisely in the different ways of modifying the app licat ion 
of this formu la. These· modifications will therefore be taken up in 
connection with the descriptions of the methods. 

Before proce eding with the detai led descriptions of the methods 
there is still one point to be taken up, which is as follows. In order 
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that uniform conclusions may be derived from the interpretation of 
the same data by different investigators it has been accepted to con­
sider as a statistically sig·nificant difference, that difference ,vhich 
has a probability in favor of its being positive of not less than 21/22. 
Since ihis is the probability that should be used on making the inter­
pretation of agricultural experiments the tables of "z" and u t" 
for this probability have been calculated and reproduced at the encl 
of this article. 

rii11ese preliminary considerations, which seemed to be necessary 
for the practical use of the different methods in use at present being 
finished, it is nmv time to describe the different methods in order. 

BESSEL 's :ilimHoD 

'I'his method, as has been already said, belongs lo those methods 
in which one calculates the probability with which the difference 
between the means of t"·o populations is positive, that is1 with which 
one of !he populations will be better than the other, as witnessed by 
the means of the characteristic under study. 

In this method the formula for the standard deviation of a dif­
ference between two means is modified by discarding altogether the 
term ·which contains the coefficient of correlation converting it into: 

Dct =\IV,+ V2 

In order that this modification be correct, it is necessary that 
the conditions under which the experiment which is going to be inter­
preted in this way be such that the value of 0, or coefficient of cor­
relation between the populations to be compared, be so small that 
the term 2D1D2C be negligible. Under these conditions one has to 
calculate the means of the two populations to be compared and 
their variances and apply this formula. 

rro approximate these conditions as much as possible, it is the 
custom to distribute by chance throughout all the experimental field 
the different replications or repetitions of the treatments to be com­
pared. 

'l'he diagram which follows represents the plan of an experi­
ment performed under the direction of i\Ir. Fernando Chardon at 
Aibonito, P. R. The object of the experiment was to determine 
which of the seven fertilizer treatments tested would help to produce 
more tobacco leaf in a certain variety o.E tobacco at that region and 
under the then existing climatic conditions. The size of the plots 
was 1/50 of a werda (1 cuerda is 0.97 of an acre) and the yields 
are in hundredweights per cu.erda. 
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DIAGRAM No. I 

B D A G F E C 
8. 38 9.00 7.45 8. 03 9. 60 9. 50 7.92 

F G D E A C B 
0. 64 3. 86 9.84 0. 55 8. 91 8.44 8. 20 

D A E C G B F 
9. 39 0. 73 10. 00 10.34 8. 75 8. 06 7. 61 

G E B F C A D 
10. 03 10.30 8.36 8.41 9. 59 7. 58 8. 44 

C F G A B D E 
9. 22 7. 95 7. 06 8.36 9. 70 9. 45 8.98 

E C ]<' B D G A 
7. 98 8. 70 8.69 8. 97 9.09 7. 69 7. G3 

A B C D E F G 
,. 30 8. 23 6. 98 8. 22 9.13 7. SR 8. 03 

Even though the distr ibution was such that there should be a 
repe tition of each treatment in each file and column of the experi­
menta l field, that is, in the form of a Latin Square, as the r epeti­
tions for each treatment were distributed throughout all the experi­
mental field, and with in most columns and files the treatments were 
dist r ibuted by chance, it is to be expected that the corr elation should 
not be too high and that the method of the modified formula may 
have here app lication. As these same results are to be used to 
illustrat e the app lication of all the methods, one can assume for 
the presen t that the distribu tion was done by chance and that the 
resu lts obtained were as appear in the diagra m. 

The means, the ir variances and standard deviations are calculat ed 
as explained in the preceding pages : 

Trea tment A-

Values Squa11es 
7.45 55.5025 
8.91 79.3881 
9.73 94.6729 
7.58 57.4564 
8.36 69.8896 
7.63 58.2169 

"7.30 53.2900 

56.96 468.4164 
-463.4917 

4.9247 

Mean= 56.96/7 = 8.14 
Corr ection of the sum of squares= (56.96) 2 

= 3244.4416/ 7 = 463.4917 
Variance of one value = 4.924 7 /6 =0 .8208 
Varian ce of the mean=0.8208/7 = 0.1173 
Stand ar d deviation of the mean= \/0.1173 

=0.34 

Yield of A= 8.14 -:t-0.34 
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In the same way these values are found for the other treatments. 
The yields of the different treatments in order as regards amount, 

are: 
'l'reatment-E: 9.35 ± 0.29 Variance of the mean= 0.0822 
'rreatment-D: 9.06 ± 0.22 Variance of the mean= 0.0468 
Tr eatment-0 : 8.74 ± 0.45 Varian ce of the mean = 0.1994 
Treatment-B : 8.56 -+- 0.22 Variance of the mean= 0.0483 
Tre atment -F: 8.55 ± 0.32 Variance of the mean = 0.1010 
Tre atment-G : 8.35 ± 0.51 Variance of the mean = 0.2628 
Treatm ent -A: 8.14 ± 0.34 Variance of the mean = 0.1173 

As each one of the means of these tre atm ents is based on 6 
degrees of freedom there being 7 observatio ns of each population, it 
is evident that the difference between any two of these means will 
be based on 12 degrees of freedom. Looking up in the tab le of '' t'' 
the ratio which corresponds to 12 degrees of freedom, for a prob­
ability of 21/22, one finds 1.83. 

Now then, as the square r oot of the sum of the squares of two 
numbers must be greater than any one of the two numbers, and fur­
thermore, as the difference between the means to be compared is to 
be compared with a number that is 1.83 times its !standard devia­
tion, it is evident that all the means of yields smaller than the largest 
but lying below it by not more than 1.83 times its standard devia­
tion, will not give yields smaller than its yields in 21 cases out of 22. 

Thus then, as the standard deviation of the mean 9.35 is 0.29, 
all the treatments whose means be less than 9.35 but more than 
9.35 - 1.83 X 0.29 or 9.35 - 0.53 = 8.82, will not be different in 
yield from tr eatment E, in at least 21 cases out of 22. That means 
that the method indicates prel iminarily th at treatment E gives not 
higher yields than treatment D in at least 95.45% of the cases, for 
the mean of the yield of D exceeds the inferior limit 8.82 already 
fixed. 

The differences between the yields of treatment E and the other 
ones, are proved as follows as regards their stat ist ical significance: 

Between E and C : 

Mean of E = 9.35 
Mean of C = 8.74 

Variance of the mean of E = 0.0822 
Variance of the mean of C = 0.1944 

Diff. 0.61 Variance of the di:ff. = 0.2766 
Standard deviatio n of the difference= y0.2766 =0 .52 
Amount which the difference must exceed to be significant 

= 1.83( 0.52) = 0.95 
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Since the difference does not exceed this limit, it is not significant . 
In th e same way are calculated the amoun ts to be exceeded by 

the differ ences between the mean of E and the means of B, F, G 
and A, concluding that treatment E is superior to treatments B, F 
an d A. 

Adding up, if one calculate s the experiment under stud y by this 
method, that is, without making any correction for the error intr o­
duced on discar ding the term which includ es the coefficient of cor­
relation in each comparison, one ar rives at the conclusion tha t the 
treatments inferior to tr eatment E are treatments A, B and F and 
that there is no evidence as to statistically significant diff erences 
between treat ment E and treat ments D, C and G. 

Note : 'l'here is a method which tries to eliminate the effects of 
soil het erogeneity by intr oducing check pl ots every three or four 
treatmen t plots . The fert ility of the field is assumed to vary uni­
formly from one check plot to the other and the yields of the treated 
pl ots are the n correc t ed by subt r acting fr om each yield the respec­
tiv e yield which it would have pr oduced if it were a check plot. The 
r esidues are then treated as above . 

Once illust rated th e pre ceding method , we will pr oceed to illu s­
trate the met hod that uses the formula for the st andard deviation 
of a difference without modifications of any sort . In thi s method, 
as has been alr eady pointed out, one must calcula te the coefficients 
of correlatio n between the diff erent pairs of _populat ions to be com­
pared. 

As the corr elat ion of the yields is the result of th e heterogeneity 
of the soil to the extent tha t th e nearer two plots are from one 
another the larger will be the simila rity between th eir autochthonous 
fertil iti es, an d therefore, the large r the corr elation between the yields 
of any pair of treatments applied in th em, it is the custom when 
the said coefficient is to be used, to distrib ute the replications sys­
tematically thro ughout all the experimenta l ground in order that 
the replications of each treat ment be within given distances from 
the respect ive rep licati ons of any other treat ment at least in a major 
part of the rep lications. 

To calcu lat e the coefficient of correlation between the two popula­
tions or seri es, there must be known first of all with which value 
of one of the seri es each value of the other one is respectivel y r elated. 
In other words , the individual values of both popu lat ions must be 
r elat ed in some specific mann er and th is r elation must be known in 
ord er to calcula te said coefficient. 
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As our interest r ests in presenting the most common methods 
of interpreting the results of the agricultural field experiments , and 
not the different ways of carrying into effect the application of 
these methods , an exposition of but one way of calculating the 
coefficient of correlation between two populat ions is made. 

In the examp le which occupies our at t ention the related val ues 
of the populations to be compared are those which lie in the same 
file and in the same column , for if diagram No. 1 is observed, it 
will be seen that each value of one population is related in th is form 
with two values of every other population . 

The coefficient of corre lation between two popu lat ions is found 
by making use of the following formula where C is th e coefficient 
of correlation between the two population s "1" an d " 2 ". 

S (xy) 
C= -----

(n-1 ) d1d2 

where the numerator is th e sum of the products obtained on multi­
plyin g the respective deviation s of the associated valu es of the two 
series from the ir re spective means; n is the number of pairs of cor­
r elated values, and d1 and ~ are respectively the standard deviat ions­
of the individual values of both series. 

If one allows that N be the number of observations in which each, 
mean is based and D1 and D2 the standard deviations or said means " 
the pr eceding form ula may be modified in thi s way : 

C 
8 (xy) 

(n-1 ) d1 dr2 N 

VN VN 

S (xy) 

'l'he advantage of the use of this last formula is obtained on 
using it to modify the formul a for the standard deviation of a dif· 
fer ence in this way : 

Dct = 1/ D~ + D~ - 2 CD1 D2 

I 2i) 1 D2 8(xy) 
= \Di + D~ - ---=-------

(n-1) D1 D2 N 

I 2 2 2 S (xy ) 
= \ D, + D2 - (o-1) N 

To app ly then this formula to the comparison between the means 
of the two populations desir ed, one would need only to know the 
valu e of S ( xy) between the said populat ions. That value between. 
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the populat ions of yields of the treatm ents E and D is found as fol­
lows : 

E D 
Values Devi ation Values De, iat ion 

Crom from 
the mean t he mean 

X y xy 

9.50 0.15 9.00 -n. 06 -0. 0090 
9.55 o. 20 9.84 o. 78 0. 1560 

10.00 0. 65 0.39 o. 33 0. 2145 
10.30 o. 05 8.44 - 0. 62 -0. 5890 
8.98 · O. 37 9. 45 0. 39 -0 . 1443 
7.98 -1.37 0.09 0. 03 -0. 041.l 
9.13 -0 . 22 8. 22 -0 .84 0. 1S48 
7. 98 -1. 37 9. 39 0. 33 -0. 4521 

10. 30 o. 95 9.00 -0. 06 -0. 0570 
10.00 o. 65 9.84 o. 78 0. 5070 
9. 55 0.2 0 8.22 -0.84 -0.1680 
9.13 -0.22 9 09 0.03 -0. 0066 
'll. 50 0.15 9.4.5 0.39 0. 0585 
8.03 -0.37 8.44 -0.6 2 0. 229-i 

130. 88 / 14 = 9. 35 120. 86 / 11 = 9. 06 S (xy) = -0 . 1169 

As in this case th e correlation was negative, without existing any 
apparent cause for such an event, one should disregard the term 
containing th e coefficient of correlation, interpreting th e results as 
pr eviously. done. 

By this same proc ess one finds th .at the value S (xy) between the 
population s corresponding to t reatm ents E and C is equal to 0.9107. 
The standard deviations of the difference . between the means 9.35 
and 8.74, subject to their respectiv e variances 0.0822 and 0.1994 is 
then 

D = V 0.0822 + 0.1994 - 2 ( 0.9107) /13 ( 7) 
ct = y0 .2816 - 0.0200 = y 0.2616 0.51. 

The amount which the difference between the means must exceed 
is now 1.83 X 0.51 = 0.93. As the difference is only 0.61, it is evi­
dent that it is· not significant . 

In the same way are calculated the standard deviations of the 
differen ces between the means of the yields of E on the one han d 
and thos e of B, l?, G and A on the other , concluding that treatme nt 
E is super ior to treatments B, F and A . 

GENERAL Oo NSJDERA.TIONS 

The two methods which precede, however, have been criti cized as 
in efficient on pointing out the fac t that in a lar ge nu mber of cases 

.. . 
the stan dard devia tions of the differences between the means are 
based on too few observa tions, and therefo re , the amounts which said 
differences must exceed to be significant are too large. 
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This is due to the fact that the standard deviations of these dif­
ferences have to be multiplied by relatively high values of "t" for 
these "t 11 values correspond to too small numbers of clegrees of free­
dom. 

The differences in yield of the different plots are due, in an 
experiment like the one which occupies our attention, to three main 
causes: first, to the difference in autochthonous fertility between 
the plots; second, to 1.he difference of the treatments used; and 
third, to the fact that all the plants used in 1he experiment will be 
different and each will behave, of course, differently to its environ­
ment. 

On finding the standard deviation of the difference between the 
means by using the formula used above, part of the sum of the 
variances of the means is caused by the heterogeneity of the soil and 
the other by the different way in which the plants behave to their 
environment. This sum of the variances is diminished by the term 
20D1D2 that represents the effect of the heterogeneity of the soil, 
leaving a quantity which is due solely to the different behaviour of 
the plants with respect to their environment, erro:i:s in ,veighing the 
yields, etc., which are considered experimental or indeterminable 
errors. It is with respect to this variance that the assumption is 
made that said difference distributes itself in the required way to 
make use of the values appearing in the table of "t". 

Fisher and Hayes have as~.umed that the variance due to the dif­
ferences in yields of the plots treated in a different way, once cor­
rected to eliminate all effects that will not be constitutional differ­
ences bet,Yeen the plants and other indeterminable errors, are equal 
or almost so, and that all ihesc variances may be added together 
obtaining from their total sum a gcnera1izec1 variance for the means 
of the yields of the different treatments. 

This is more exactly true in those cases in ,vhich the treatments 
or varieties to be compared in the experiment be not funclamentally 
different among them, that is, when the difference among the treat~ 
ments be one of degree only and not fundamental. Even when the 
difference between the treatments were fundamental, there are cases 
in which the variances though not qua!, would not at least differ by 
much. 

As the generalized variance is obtained from the total number 
of observations, it is evident that it will be subject to a much larger 
number of degrees of freedom than the variances of the. means 
obtained individually in each case. The value of "t" by which the 
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standard deviation corresponding to any difference between the 
means must be multiplied will be smaller, therefore, and any differ­
ence would have to exceed a smaller quantity in order to be signifi­
cant. In this way these irn·est igators have incr eased the number of 
observations available for the estimation of the standard deviatio n 
of any one of the populations to be compared. 

Fisher's Ana lysis of th e Variance Method, Hayes' Deviation from 
the l\Iean Method, and Bessel's Jviethod ( where the term 2CD1D2 is 
dropp ed), are applied when the plots where the different treatments 
are to be located are selected by chance, in order th at any rep etition 
may fall by chance, anywhere within any section of the experimental 
field or of the whole field. 

Fi sher' s Analysis of th e Variance Method ha s th ree phase s. The 
first one is known as the "U nr estricted Method", where the p lots 
are distribu ted by chance thr oughout all the experimental field. 
Ha yes' Deviation from the Mean Method is almost identi cal with thi s 
pha se of the Analysi s of Variance Method, differing from it only in 
that the sta ndar d deviat ion is expressed in percenta ge of yield , there 
being ther efore, different sta ndard deviations of the means of th e 
treatm ents when th ey are calculated in te1;ms of weight, while in 
F ii:her 's Un restr icted Method , the stand ard deviat ion is fixed with­
out taking account of the di fferences in amount s of the means of the 
yields of the different treatments. 

'l'h e second phase of th e Ana lysis of the Variances l\Icthod is 
known as the "Method of Randomized Blocks" . To appl y thi s 
method th e plot s are dist ri bute d by chance with in some blocks or sec­
ti ons in which the exper imental field is divided such that within 
each block ther e may be one and only one application of each treat­
ment. 

The third phase is known as the "l\Iethod of Least Squares" . 
'l'hi s one differs from the precedin g one in that instea d of dividing 
th e experimen ta l field into blocks, it is divided into files and columns 
~nd the tr eatments ar e located in such a way that in each file and in 
each column there may be but one repetition of each treatment. 

In a genera l way, :F'isher's Analy sis of th e Variance Method pos­
tu lat es that t he tota l variance of the observations of a.ny experiment 
is du e to var ious causes, and that it can be divid ed in accordance 
with these causes, assigning to each cause that int ensity of th e vari­
ance which corresponds to it . 

In Fisher 's Unr estri cted Method, and Hayes' Deviation from the 
Mean Method it is assumed , and this has been math emati cally proved 
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by "Student", that when it is assumed that the variabilities within 
the different tr eatments are equal, then the tota l sum of squa res 
consists of the sum of squares between the treatments plus the sum 
of squares within the treatments. 

The variation between the treatments is due precisely to the dif ­
ferences among them, for, being different, they will produce in gen­
eral different yields . 

The variation within the treatments is due to the differences in 
constitution of the plant s that are used in the experimen t and to the 
difference in aut ochthonous fertility of the plots where the repeti­
tions of the same treatment are planted, to errors on weighing the 
crop, etc . 

The manner of calculating the variances due to these causes is 
demonstrated in the explanat ion which follows : 

FISHER'S UNRES'l'RICTED ANALYSIS OF THE YARIANCE i.fETHOD 

This method, as has been point ed out, attempts to reduce the 
quantity to be exceeded by the difference between two means of 
treatments compared in an exper iment in ord er that it may be con­
sidered sign ificant by means of a th eoretical increa se in the number 
of observations that may be used in its determination. Instead of 
calculating the stan dard deviation of the mean of the yields of th e 
differ ent replication s of any treatment by using the observations in 
the plots of this treatment only, in this method the variances of the 
means of all the treatme nts in the experiment are averaged together 
and a genera lized standard deviation which is used for all at a time 
is calculated. 

Following may be foun d the calculations necessary for the int er­
pre ta tion of the results of the experiment which is occupying our 
attention, assuming, as in the illustration of the applicat ion of the 
modified Bessel 's Method, that the different repetitions of the dif­
ferent treatments were located by chance throughout all the experi­
mental field. 

Takin g diagram No. 1 as exampl e, there ar e two ways of cal­
culating the standard error or standard deviation due to exper i­
mental error. The varia nce from which the standar d deviation is 
to be calculated is obtain ed by dividing by the proper number of 
degrees of freedom, the sums of the squa res obtained either by adding 
the sums of squares due to error within the different treatments or 
by subtracting the sum of the squar es between the treatments from 



216 TEE JOURNAL OF AGRICULTURE OF THE UNIVERSITY OF P. R. 

the tota l sum of squares . Both methods ar e illust rated in what fol­
lows: 

To find th e s1im of squares due to error by adding the sums of 
sqiia;res within the different trecitments . 

'l'hese sums of squares with in the diff erent tr eatments are found 
ju st as was clone in the method which uses the modi:fied formula 
wher e the following sums of squares were found : 

Sum of squares within tre atment A______ ___________ 4. 9247 

Sum of squares within treatme nt B------.----------- 2. 0285 
Sum of squa res within treatment Q_________________ 8. 3745 

Sum of squares within treatment D- --------- --- --- - 1. 9639 
Sum of squa res within treatment E------- - -- -- .-- --- 3. 4505 
Sum of squares within treatment F-------- -- .-- ---- - 4. 2466 
Sum of squares within treatment G-------- .-- -- ----- 11. 0361 

Total sum of squares within the treatments _________ 36. 0248 

The variance within each tr eatment is subject to 6 degrees of 
freedom for there are 7 observations and only the mean of each 
treatment is fixed. Thus , as there are 7 treatments, the tot al sum 
of squar es within the treatme nt s is subject to 7 X 6 = 42 degrees 
of fre edom. The var iance of any single value due to error will then 
be 36.0248/ 42 = 0.8577. 

To find the sum of sq1iares diie to error by difference between the 
total simi of sqiiares and the sum of squa1,es between freatments. 

Th e total sum of squares is found by taking all the observations 
and finding the sum of squares by treating them as if they belonged 
to a sing le treatment, and one were to find the sum of squares within 
that tr eatment, thus: 

Copying from page 11 : 
Treatment Valu es Sum of squares of the valu es 
A 7.45, 8.91, 9.73, 7.58, 8.36, 7.63, 7.30___ 468. 4164 
B 8.38, 8.20, 8.06, 8.36, 9.70, 8.97, 8.23___ 514. 6014 
C 7.92, 8.44, 10.34, 9.59, 9.22, 8.70, 6.98___ 543. 2625 
D 9.00, 9.84, 9.39, 8.44, 9.45, 9.09, 8.22__ _ 576. 7303 
E 9.50, 9.55, 10.00, 10.30, 8.98, 7.98, 9_13__ 615. 2210 
F 9.69, 9.64, 7.61, 8.41, 7.95, 8.69, 7.86___ 515. 9641 
G 8.03, 8.86, 8.75, 10.03, 7.06, 7.69, 8.03___ 499. 0936 

Sum of all values : = 425.22 

(425.22) 2 

Correction : 
49 

3733.2893 
- 3690. 0099 

43. 2794 = Total sum of squares 

3690.0099 
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The sum of squares between the treatments is found thus: 

Squares of lrrn sums of 

A ... . 
B ..... .. 
c ...... . 
D .. 
E. 
F ...... 
G .. 

'.freatment Sum of Yalucs C.10 ,·nines 

56,96 3214.Hlfi 
50.90 35SS.OIUO 
Gl .19 37'!4 2IG1 
63 •. 13 4023. 3649 
65. 44 42::>2. 3936 
59. 85 3582. 022;) 
lid.45 3.J:16.4025 

Sum ............ . 425.22 25,SS0.8512/7 = 3607.264.5 
-3600 .G009 

(425.22)' 
Correction : --- = 3690.0099 

49 

Sum of squares between the treatments=------- 7. 2546 
.Analysis of Variance 

Total sum of squares--------------------------- 43. 2794 
Sum of ~quares between the treatments__________ 7. 2546 

Sum of squares due to error ____ 
7 

___________ . ____ 36. 0248 

7 .254.6 

Degrees of Freedom 
48 

6 

42 

The total sum of squares is subject to 48 degrees of freedom, 
there being 49 observations and the only fixed value is the general 
mean, 8.68; and the sum of squares between the treatments is sub­
ject to 6 degrees of freedom, for there are 7 treatments. Thus there 
remain 42 degrees of freedom for the sum of squares due to error 
and therefore, for the variance due to error, that is, within the treat­
ments. 

The variance of a single value due to error ,vould be equal to 
36.0248/42 = 0.8577, that is, the same as previously found; and the 
standard devialion of a single value is equal to y().8577 = 0.93. 
The standard deviation of a mean of 7 values is equal to y0.8577/7 
= \/0.1225 = 0.35, and the standard deviation of the difference 
between any two means of 7 values each would be \/2(0.1225 = 
y0.2450 = 0.50. In order that the difference in yields between any 
two means were significant they would have to exceed 1.74 X 0.50 = 
0.87, for 1.74 is the value of "t" that corresponds to once in 22 
cases that this value be exceeded by chance with 30 degrees of free­
dom, since 30 is the value most near to 42 in the list. If the means 
on page 9 are looked over, it will be seen that by using this same 
reasoning treatment E is superior to treatments G and A for 
9.35 - 8.35 = 1.00, which exceeds the value 0.S7, and 9.35 - 8.14 = 
1.21, which also exceeds the value 0.87. 
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HAYE S' DEVIATION FROM THE lVIEAN lVIETHOD 

In the application of thi s method one follows the same procedure 
tha t was followed under Fisher 's Unre st ricted .Analysis of the Vari ­
an ce Method until the stand ard deviation of th e mean of any tr eat­
ment is found, whi ch was th ere found to be equal to 0.35. Finding 
then what per cent this standard deviation is of th e general mean 
of all the trea tments, 8.68, one finds: 

0.35 X 100% /8 .68 =4 .03% 

Multiplyi ng now this generalized standard deviation m percent 
by each mean th e standard deviation s corresponding to each mean 
are obta ined; these app earin g at their sides r espectively in the list 
which follows: 

Trnatmcot Mean 

Stand ard 
de viat ion 

of the 
M ean 

Varianc1. 
of tho 
M ean 

- ----- -- --- - - -·- --- ----
E .. ... . . . . ..... . . . .. ... . . . . .. . . . . . .. . .. . . .... . . . . ... .. ... . . . . .. . . 
D . . ... . . . . ... . .. .... . ... . . . ... . . ...... . . . . ... . . .. ... . . .. .. : .. . . . . 
c .. .. .... .... ... .. ...... .... ........ .. .. ... .. ..... ... ..... .. .. .. . 
B ... .. .... ......... . . . ...... .. ... . .. . .. ..... .. . .. . . .... ... . ... . . . 
F ..... . . ...... ... . . . .. . . . . . . . ... .. .. . . . . .. . . .. .. . ... . . .. ....... . . 
G .... .. ... . . . .. . . . .. .. . ... ... . .. .. . .. . . . .. . .... .. ....... .... . .. . 
A . .... ....... .. . . .. . .... . ... . . .. . . .... . ... . . . . ... .... . .. ... . . . . 

9.35 
0.06 
8. 74 
8. 56 
8. 55 
8. 35 
8. 11 

0. 38 
0. 37 
0. 35 
0. 34 
0. 3! 
o. 3-1 
0.3 3 

0.1444 
0. 1369 
0.1225 
0. 1156 
0. 1156 
0. 1156 
0.1089 

.Applying th e same rea soning that was used on page 207, one 
deducts tha t all the tre atments whose means be higher than 
9.35 - 1.74 X 0.38 = 9.35-0.66 = 8.69, will not be statistically dif­
ferent from treatment E . One can say then, that treatment E does 
not differ statistica lly from treatments D and C. 

The standard deviation of the differences between the mean E 
and the means of the other treatments are found as follows: 

Between E and B : 

Dct = y0.1444 + 0.1156 = y0.2600 = 0.51 

The_amoun t to be exceeded by the differenc e is 1.74 X 0.51 = 0.89 . 
.As 9.35 - 8.56 = 0.79 it is evident that treatment E does not differ 
significantly from treatment B. 

In the same way the differences between the mean of E and 
those of F, G and .A are tested concluding that treatm ent E is supe­
rior only to treatments G and .A. 
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M ETHOD OF RANDOMIZED BLO CKS 

To app ly this meth od, as has been said befor e, the field must be 
divided into sections of various pl ots each, and the repeti tion of each 
treatm ent within an y one of th ese sections or blocks must be pla ced 
by chance. 

The pr ocedu re to be followed in ord er to calculat e the standard 
deviation due to error can th en be modified by r educin g the sum 
of squar es du e to error by that quan tity which corr esponds to the 
vari ati on between blocks, and which ther efore corr espon ds to differ­
ences in fertility between the different sections or blocks into which 
the experime ntal field has been divided. The va riati on due to error 
r emains in this way redu ced if the vari at ion between blocks is larger 
than the varia tion due to experim ental error. 

To illu strate the method use is made of diagr am No. 1, assuming 
that the blocks are const ituted by all th e plot s in hori zontal r ows, 
that is, block No. 1 consists of the plot s where th e tr eatments are 
found in th e ord er that follows: B, D, .A., G, F , E , and C. 

The total sum of squares is the same as in th e Unre stri cted 
Method : 43.2794. To th is quantity one has to subtra ct now the 
sums of squar es due to th e varia tion between the tr eatm ents and to 
variation between the blocks in order to obtain the sum of squares due 
to error. 

The sum of squares corre sponding to the variation between the 
treatment s is equal to that in the unre stri cted method , 7.2546, and 
therefore the sum of squar es due to the variation between blocks and 
th at due to err or is now 36.0248. 

To find th e sum of squar es du e to th e variation between blocks, 
one proceeds as was done to find the sum of square s due to the vari­
tion between th e tr eatmen ts, thu s : 

So uares of t he sum s or 
mock Sum or vnlues the vulues 

--- - - ----- ------- ----- --- - -- - -- - ---- - --
1.. .... . ... ... ... • . . . . ..• ... •. ... • ....... . . • ......... .. .... 
2 .. . . ... .• ... .. . . . •• .. . .. . .•..... .. ........ • .. .. ..•. . ....• 
a ... ... .... ..... .•... ... .. ..... ... ... .. ... . .....•...... .. 
4 .. .. .... . .. . . . . . . . .. . . . . ... .... . ... . .. . .. ... . .. . .. . . . . ... . 
5 .. .. ... .. ••. . .. .. . . •• . .. . . .• .... .. • . . . . .. • ..... .• • . . .. .. .. 
6 •• . .... .•.•••. .. • . .•• •• • . . •• • .•. ••.• .•••• . ••• ••.. •. • • .• •. 
7 .. .. .... ... . ..... . .. .• • . .. . . . • • . •. . . •. • . ... .• • . . .. .•• . . . 

Sum . . . .. . .. ... . ....... . ..... .. . .. . .. ... . ... . . 

(425.22 ) 2 

Correction= = 3690.0099 
49 

59. 97 3595. 4009 
63. 44 4024. 6335 
53. 88 4080. 6544 
62. 71 3932. 5441 
60. 72 3686. 9181 
58. 75 3451. 5625 
55. 75 3108. 062~ 

425. 22 25880. 7764 / 7 = 3697. 2538 
- 3690.0099 

7. 2{39 
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Sum of squar es due to blocks= 7.2439. 

The sum of squar es due to err or is reduced now to 36.0248 -
7.2439 = 28.7809. This sum of squa res, however , is subjec t 1.o 36 
degr eees of fre edom, for th e var iati on between th e blocks is subj ect 
to 6 degr ees of freedom, there being 7 blocks. 

Th e vari ance of a single value due to error is now 28.7809/ 36 
= 0.7995 and the differ ence between any two means must exceed 

now th e quant it y 1.74 X \/ 2 (0.7995)/ 7 = 1.74 X y l. 5990/ 7 = 1.74 
X \/ 0.2284 = 1.74 X 0.48 = 0.84. 

By th is method, then, tr eat ment E r esults sup eri or to tr eatments 
A and G. 

L ATI N SQUARE M E THOD 

If the tru e distr ibut ion is n ow used, and the Analysis of t he 
Vari an ce Method is app lied to it , one will obtai n a more clear idea 
of th e met hod in general. Th e lati n square is the dist r ibut ion for 
which it might be said tha t the method was developed, alt hough there 
are exper iment s where vari ous blocks are used each of which is by 
itself a lat in squa re, and if the experim ent wer e repeated for a num­
ber of year s, t hat p ar t of the sum of squares due to di fferences in 
clima tic effects would have t o be subt ra cted also. 

To compl ete the ana lysis of vari ance accor ding to the original 
distri buti on, one has only to subt r act to the sum of squar es assumed 
to corr espond to err or in the pr ecedin g method, th e sum of squar es 
corr esponding to the va riat ion between th e column s, if th e sum of 
squa res corr espon ding to the blocks is assumed to correspond now 
to th e -files. 

As pr eviously, the sum of squar es due to the column s is found as 
follows : 

Colum n Sum of valu es 
Rquares of t he sum s o! 

the rn lues 
-- --- ·-- ----- --· ·- ----

1.. . .. ... . •• • .. ··· · • ·· ·· ··· · ··· · · ·· •· · ·· ··· ·•· ··· ·· 
2 ....... ... . .. . .. . .. •• . . . . .. .• . . . ... .. . ..... . • ..... . . • .... 
3 ••. •. .. .. . . • • ... . . . • • . . .. . . • • . .... . ••• .. . .. . .•. • . .. .• • • • .. 
4 .. .. .. .. . .. •• . . . . .. . . •• .. . . .. .. . ... .. .. • . . . . . •• . .. . . . .. •. . 
5 ..... .... ... •• . . . .. .. • ..... .. •• .. . . .. . ••.. . . . · • · . ..... • . . 
6 .. .... .. . .. ... .. . . .... . • . .. .• . .. . .. . •. . . . . .. •. • . . . .• • •.. 
7.. . . .. ... .. . . . . . . . . . . . . . . . . .. .. .. .. . . . . • ......... . 

Sum . . ... ..... . ... . .. . . . . . . . . . . . . .. • . ...... . . . 

Correction: 
(425. 22) 2 

= 3690. 0099 
49 

61. 94 3836. 5630 
62. 77 3940. 072V 
58. 38 3408. 2244 
61. 88 3829. 1344 
64. 88 4200. 4144 
58. 5S 3131. 616·1 
56. 81 3227. 3761 

1- ----1 - ---
425. 22 25882. 4022 / 7 = 369?. 4860 

-3690. 0099 

7. 4761 
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The sum of squares due to error is reduced to 28.7809 - 7.4761 
= 21.3048, with 30 degrees of freedom. The variance due to error 
is then 21.3048/30 = 0.7102. The standard deviation of the differ­

ence between any 2 means is now \12 (0.7102) /7 = \fl.4204/7 = 
\10.2029 = 0.45. The difference between the means must exceed now 
the quantity 1.74 X 0.45 = 0.78. 

Treatment E is thus proved superior to treatments B, F, G and 
A. 

The following table resumes the Analysis of the Variance in this 
Experiment: 

Variance clue to: 
Degrees of Sum of 
Freedom squares Variance 

-----------·--------------·----- -------
Columns .................................. . 0 7. 4761 1. 2400 
Files ...................................... . 0 7. 243!) 1.2073 
Trentments ....................... . 0 7. 2540 1. 2001 
E1wr .. 30 21.3016 o. 7102 

Total. .... ... . 4S 43. 2704 

Vvith this ends the illustration of the methods which determine 
if the difference between the means of the yields of 2 treatments 
is statistically significant or not, and we will now proceed to illus­
trate the method which determines if the mean of the differences 
between the correlated results of two populations is statistically 
significant or not. 

''STUDENT'S'' :METHOD OF PAIRE!D RESULTS 

Although this method is generally known as the ''Student's'' 
Method, Goulden says with a good deal of justice in "Statistical 
lVIethods in Agronomic Research'' that to call this method in such a 
way tends to obscure ''Student's'' real contribution to statistical 
knowledge. 

'I'he best explanation that can be given here of this method is 
to illustrate it by applying it to the experiment under study. The 
paired results have to be the corresponding observations of the two 
series to be compared. For example, as each value of any treat-
111ent is found on the same file and in the same column with other 
two Yalues of any other treatment, it is evident that 14 pairings 
may be clone with the values of any two treatments, just as it was 
done on finding the coefficients of correlation in a previous method. 

Following may be found the illustration of the pertinent com­
parations to do the interpretation of the results of the experiment 
by this method: 
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Between E and A : 

Va lu es of E Vqlues of A Di fferences 

9. 50 7.45 2.0 5 
9. 55 8. 91 0. IH 

10. 00 9. 73 0. 27 
10. 30 7. 58 2 . 72 
8.98 8. 36 o. 62 
7. 98 7. 63 0. 35 
9. 13 7. 30 1.83 
7. 98 7. 30 0.68 

10.30 9. 73 0. 57 
10.00 7. 45 2. 55 
9. 5S 8. 36 L 19 
9. 13 8.9 1 0. 23 
9. 50 7. 58 1. 92 
8. 98 7. 63 L 35 

-- -- -
Sum = 10.96 

Correct ion = (16. 90)'/ 14 = 20. 5458 
M ean= 16. 96/ 14 = 1. 21 
Sum of sq uares/n = 9. 6566/1-1 = 0. 689~. 
Z = 1.2 1/110. 6898 = 1.21/0. 83 = 1. 45. 

Squa res of t he 
d ifferences 

4. 2025 
0. 409r, 
0. 0729 
7. 3981 
0. 38-14 
0. 1225 
3. 3489 
0. 4624 
o. 32'19 
6. fi025 
L 4161 
0. 0181 
3. 6864 
1. 8225 

30. 202"1 
- 20. 5458 

9. 6565 

For n = 14, this valu e of " z" falls above 0.50 which is that cor­
responding to a probabi lity in favor of their being different equal 
to 21/ 22 and therefore, the two tre~tments ar e statist ically different. 
(In the z table, n is equal to the number of pairs of values com­
pared.) 

Since "t" = z \/ n - 1 where "n" is the total number of pair ed 
observations and therefore '' n - 1 '' is the num ber of degrees of free­
dom, it is obvious that the list of "t" may be used to · dete r mine the 
probabiliti es in connect ion with this method also. 

Using the tab le or list of "t" to do the int erpretation of the 
r esults by the use of thi s meth od we have : 

Variance of a single difference: 9.6566/ 13 = 0.7428. 
Variance of the mean of the differences=0.7428 / 14 =0 .0531. 
Standard deviation of the mean of the differences= y 0.0531 = 

=0.23. 

As there are 14 differences, there are 13 degrees of freedom. 
Th e quant ity to be exceeded by the mean of the differences is equal 
to 1.82 X 0.23 = 0.42. As the mean of the differences is 1.21, it is 
therefore significant and the two trea tmen ts differ statistically . 

In this same way we find the values of '' z'' for the differ ences 
between the tr eatm ents E on the one side an d treatments D, B, C, 
F, and G on the other , obtaining th e following values for "z" : 
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Between E and D 0.33 
Betw een E and B 0.77 
Between E and C 0.55 
Between E and F 0.67 
Between E and G: 0.91 

.As the va lue of "z" to be exceeded is equal to 0.50 it is evident 
th at treatme nt E is sup erior to all th e other treatments except treat­
ment D. 

TABLE OF "z" AND "t" 

"n" "i." 

k: ·: :: : ::::::::: :::::: :: ::.:::::: ::::::: :::: :: ·::::: ::::::::::: :::::: :::: ::: : · ·· · · · ·o:iis· 
3.. . . . . . . . . . . . . . . . . . • . . . . . . • . . . . . . . • . . . . . . • • . . .. . .. . .. . . . . • . . . . . . • • . . . . . . . .. . . 2. 18 
4 .. . .. , ..... . ....... .. , , ... .. ..... , . .. , .... , , . ... .. .......... , . . . . . . . .. . . .. . . . l. 42 
5..... ........ . .. . .. . . ... ...... . . . ............... .. . . .. . . .... .. .. . ........ .. . 1.11 
6 .... ...... , ... .. . ... . .. .. .. , . . . , . .. . . . . . .. ... .... . .. .. .. .. . , . . . . .. .. . . . . . .. . . 0. 93 
7 ..... .. , .. .... . .. . . .. , .. ...... . . ..... . . .. ......... ,.. ... . . . . .... ...... .. . . . O.S3 
8 ....... .... .. .... . . . ... ... .. .. . .... . . ... ... . .. .. ..... ........ .. . . . . .... . ... . 0.74 
9.. . . .. . . . . . • • . . . . . . . . . • . .. . • . . . .. . .. . .. . . • • . . . . • • . . . . . . . .. . . .. . . . . . . . . . . . . . . 0. 68 

10 ... . ........... .... . . ..... .. , . .. . . • . , .. ... . , ... .. .... ..... , . . . . • • . . . . . . • • . . . o. f,3 
11.. . . . . . . . . . • .. . . . . • . . . . . . . . . . . . • . ...... . ... . .. . ...... .. ...... . , • . . . . . . • • . . 0. 59 
12... ................. ... ... . . ...... . . ... .... . ..... ............. . . . . .... . . .. . 0.50 
13.. .. . . . . . . .. .. . . . • • . . . . .. . • . . . . . . • . . . . . • . . . .. . . . .. . . . . . .. . . . . . . . • .. .. . . • . . . o. 53 
14 ..... , ... . ......... ... ... .. ...... .. . , ... ........ .. . ... , .......... . . , . , . . . • . . . 0. 50 
15 .. ... , , , • • .. . . .. , ...... , , .. . , , . ... , ..... , . .. .. . . , . .. . . . . . . . . . . . , . . . . . • . . . . 0. 48 
16 ...... .. . ..... ... . . ........ , , .. , . ... ... , ... , . ... . . . ..... .. . , .... • • , . , ... . • . , . 0. 46 
17.. .... .. ... . .. .. ........ .. . .. ... . .... , , . . .. , , . , , • . . . , •• •.. , . , . • . , . , .. . ... . , . 0. 45 
18 . . ... , .. .. . . .. • • .. . . .. . .. . . . . . . .. . . . . . . • . . . . . . . . . . . . . . . . .. . . . . .. • . . . .. . . • • . . . o. 43 
19.. . . . . .. . . . . . .. • . . . . . . • • • • . . . . . • • . . . . . . • • . . . . . . • . • . .. . . • • .. . . . . • . • . . . . • • • • • 0. 42 
20 ... ....... . , .. ,, ...... ,. , . .. , .• • . ,, .... ... , ......... .. . . .. ,, , ...... , ........ , 0. 41 
21.. ..... . .. ...... .. .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . .. . . . . . . . 0. 40 
22.. . . . . . . .. .. • • . . . . . . . . • . . .. . . . . • .. . . . . • • . • . . . . • . • . . . . . • .. . . . . . . • • . • . . . . • • • . . o. 39 
23.......... ..... .... ............ .. . .... . ....... . .. ... .. .. .. .. . . ...... .. .. 0.38 
24.. . . .. . . . . . . • . . . . . . . . • • . . .. . . . • .. . . . . . . .. .. .. • . . . . . . . • • . . . . . . . . .. . . . . . • • . . . o. 37 
25.. .. ...... . . ... . .. .. .. .. . ... . • . . .. .. .. .... ..• .... .. ... .. ... ... ..... . . ... 0.36 
26... . . . . . . . . . . . . • . . . . . . . . . • . . . . . . . . . . . . . . • • . . . . . . . . . . . . . . • . . . . . .. . . . . . . . . . . • . . 0. 35 
27 . .. , .. . , , . , .. .. ......... , ... .• .. . , , . .. .... .. , • .. .. ... , •• . ..... .. • , , , . . . . .. . 0. 34 
28.... . ... .. .. .. .. . . . .. ... . .. ... ..... . . .. ...... .. .. . . . . .. . . . . . . ... ... ..... .. . . o.a4 
29.. . . . . . . . . . . . . . . . . . . . . . . • . . . . . . • . . . . . . . • • • . . . . • • • • • . . . . . . • . . . . . . • • • . . . . . . . • • • 0. 33 

w .. · · · .. · · i:iiriiitty:::: ::: :: : :: :::::: :: ::::: : ::::: .::.:::: ::::: :: :::::: :: ·:::: 8Ji 

"t" 

o. 95 
3. 09 
2.46 
2. 22 
2.0S 
2. 01 
1.96 
1.92 
I. S9 
1.87 
:.8.~ 
l.83 
1.82 
1. 81 
1.80 
I. 79 
l. 79 
l. 78 
1. 78 
I. 77 
I. 77 
1. 76 
I. 76 
I. 76 
I. 75 
I. 75 
l. 75 
1, 75 
I. 74 
I. 74 
l.69 

'rhe values of "z" and "t" in the above table are those which 
correspond to a probability of 21/ 22 in favor of said difference being 
statist ically significant. The '' n'' in the table of '' z' ' means '' the 
number of pair s of values compared'' and the '' n'' in the table of 
"t" means "degrees of freedom" to which the difference is subject. 

N ORMAL CURVE PROBABILIT IES 

Per oont X Per cent X P9r cent X Per cent X 

lC ....... 2.58 
2% ... .. .... 2.:13 
3% . . ..... .. 2. 17 
4~ ..... ... . i. 05 
5% . .... ... . 1. 96 

)Of . .... . ... I. 64 

151, ....... . 1. 44 
20l ..... ... 1.2S 
25%, ....... 1.15 
30% . ........ 1.04 
35% • ........ 0. 93 
40~ . ... .... . 0. 84 

50:( . . . .... . . 0. 6715 
55% ... ... ... 0.60 
~ . . ... ... . 0.52 
65%. ........ 0. 4.5 
7()% ......... 0.39 
75%. . . ..... 0. 32 

80% ....... .. 0. 25 
85% ........ 0. 19 
90:t ... ..... 0. 13 
95% . ... .. .. 0. 00 
90~ ......... 0. 05 
97j .. ...... 0. 0-1 
93~ ......... 0. 03 
99; . . .... ... O.Ol 

Tho percentage represents tbe probability which the deviatio n Crom the mean of a rn lue taken 
at random from the whole populati on bas of e.,ceeding the standard deviation o( t he popu lation by "X" 
time.,. 
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DESCRIPTION OF CO NTEN TS 

This paper compri ses a brief and simple explanation of the funda ­
mental pr incipl es underly ing the use of the statistical methods most 
commonly used in agricultural resear ch. Among the methods com­
pared are Bessel 's method , the deviation from the mean method, 
Fi sher 's method for the Ana lysis of Variance (including the follow­
ing phas es : Unrest ricted method , method of Randomized Blocks, 
method of Latin Square), and ''Student's'' method for Pai r ed Obser­
vations. An example for the application of each method and new 
tables devised to t est exclusively whether a differ ence is statistica lly 
significant or not are also present ed. 
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